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Abstract (250 words) 25 

Uncertainty in the Pan-arctic Ice Ocean Modeling and Assimilation System (PIOMAS) 26 

Arctic sea ice volume record is characterized. A range of observations and approaches, 27 

including in-situ ice thickness measurements, ICESat retrieved ice thickness, and model 28 

sensitivity studies, yields a conservative estimate for October Arctic ice volume 29 

uncertainty of +/- 1.35x103 km3 and an uncertainty of the ice volume trend over the 1987-30 

2010 period of  +/-1.103 km3/decade.  A conservative estimate of the trend over this 31 

period is -2.8 103 km3/decade.  PIOMAS ice thickness estimates agree well with ICESat 32 

ice thickness retrievals (<0.1 m mean difference) for the area for which submarine data 33 

are available, while difference outside this area are larger. PIOMAS spatial thickness 34 

patterns agree well with ICESat thickness estimates with pattern correlations of above 35 

0.8. PIOMAS appears to overestimate thin ice thickness and underestimate thick ice, 36 

yielding a smaller downward trend than apparent in reconstructions from observations.  37 

PIOMAS ice volume uncertainties and trends are examined in the context of climate 38 

change attribution and the declaration of record minima.  The distribution of 32-year 39 

trends in a pre-industrial coupled model simulation shows no trends comparable to those 40 

seen in the PIOMAS retrospective, even when the trend uncertainty is accounted for.  41 

Attempts to label September minima as new record lows are sensitive to modeling error.  42 

However, the 2010 September ice volume anomaly did in fact exceed the previous 2007 43 

minimum by a large enough margin to establish a statistically significant new record.  44 

45 
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 46 

1 Introduction 47 

 48 
Arctic sea ice volume is an important indicator of global climate change. Unlike sea 49 

ice extent, sea ice volume is more directly related to the energy balance, because a loss or 50 

gain in sea ice volume represents a specific change in latent heat.  Changes in Arctic sea 51 

ice volume thus provides a gauge of our understanding of global climate, and predictive 52 

global climate models should be able to reproduce observed changes in sea ice volume. 53 

Moreover, global climate model simulations with increasing anthropogenic greenhouse 54 

gas forcing show that the decline in Arctic sea ice volume will outpace the decline in sea 55 

ice extent on a percentage basis from 1990 to the end of the 21st century by as much as a 56 

factor of two [Gregory et al., 2002; IPCC, 2007], thus making ice volume a more 57 

sensitive climate indicator than ice extent.  The greater sensitivity of ice volume is in part 58 

due to the geographical controls of winter sea ice extent in the northern hemisphere  59 

which minimize interannual changes in winter ice extent [Eisenman, 2010] 60 

Sea ice extent has been well measured from space for the past 30 years using passive 61 

microwave instruments. Unfortunately a long-term record of sea ice volume is much 62 

more difficult to establish, since it depends on reliable information about ice thickness in 63 

addition to ice extent. In-situ measurements of thickness are spotty in time and space, 64 

yielding a poor sampling of the spatial and temporal variability.   Satellite-based 65 

retrievals of ice thickness using RADAR or LIDAR altimeters [Giles et al., 2008; Kwok 66 

et al., 2009] have recently become available but their record is still relatively short and 67 

the retrieval techniques are subject to a variety of errors. Sea ice volume can also be 68 

estimated from the age of sea ice, which can be derived from buoy or satellite-derived ice 69 
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motion and ice extent maps in combination with empirical relationships between age and 70 

thickness [Maslanik et al., 2007].  71 

Another approach to estimating the total ice volume over an extended period of time 72 

is to use a coupled ice-ocean model which simulates variations of ice thickness and extent 73 

by modeling the thermodynamic and dynamic processes that influence sea ice variations 74 

[Zhang et al., 2010]  In order to improve simulations, the model solution can be 75 

constrained through the assimilation of observed information such as ice concentrations 76 

or sea surface temperature. The Pan-arctic Ice Ocean Modeling and Assimilation System 77 

(PIOMAS) developed at the Polar Science Center (PSC), University of Washington is 78 

such a system. An example of sea ice volume estimates from PIOMAS is shown in 79 

Figure 1. Although PIOMAS ice thickness has previously been validated against ice 80 

thickness measurements from US submarines at a limited number of times and locations 81 

[Zhang and Rothrock, 2003], a systematic assessment of uncertainties in ice volume and 82 

trends is still needed. This paper attempts to fill this gap. 83 

 84 

This paper is organized as follows:  We first introduce the model and various data 85 

sources used to establish uncertainty estimates (Section 2).   Since ice volume estimates 86 

are difficult to validate directly, we examine how well PIOMAS ice thickness estimates 87 

match in-situ and satellite observations (Section 3). Trends in ice thickness and their 88 

uncertainty are examined in Section 4. We then assess how the uncertainty estimates for 89 

ice thickness affect the uncertainty of the total ice volume and volume trends (Section 5).  90 

Ice volume anomalies and uncertainty estimates are then put into the context of 91 
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applications (Section 6), i.e., how uncertainty affects the attribution of trends and the 92 

detection of record minima.  Given sampling issues and uncertainties in the validation 93 

data, we employ a range of approaches and data sets to find bounds of the uncertainty.  94 

Results for the uncertainty estimates are summarized in Table 1-Table 4. 95 

2 Model and Data  96 

2.1 PIOMAS 97 

The coupled ice-ocean model used to derive Arctic sea ice volume is the Pan-arctic 98 

Ice-Ocean Modeling and Assimilation System (PIOMAS). It consists of a multicategory 99 

thickness and enthalpy distribution sea-ice model  [Zhang and Rothrock, 2003] coupled 100 

with the Parallel Ocean Program developed at the Los Alamos National Laboratory. The 101 

sea-ice model employs a teardrop viscous-plastic rheology [Zhang and Rothrock, 2005], 102 

a mechanical redistribution function for ice ridging [Hibler, 1980; Thorndike et al., 103 

1975], and a LSR (line successive relaxation) dynamics solver [Zhang and Hibler, 1997]. 104 

The model covers the region north of 48oN and is one-way nested to a similar but global 105 

ice-ocean model [Zhang and Rothrock, 2005]. PIOMAS is capable of assimilating 106 

satellite ice concentration data following [Lindsay and Zhang, 2006]. It is also capable of 107 

assimilating observations of sea surface temperature (SST) following  108 

Manda et al. [2005]. Daily mean NCEP/NCAR reanalysis data are used as atmospheric 109 

forcing, i.e., 10-m surface winds, 2-m surface air temperature (SAT), specific humidity, 110 

precipitation, evaporation, downwelling longwave radiation, sea level pressure, and cloud 111 

fraction. Cloud fraction is used to calculate downwelling shortwave radiation following 112 

Parkinson and Washington [1979].   113 
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Three different PIOMAS integrations are discussed in this paper.  The first is an 114 

integration that assimilates ice concentration only (IC). Ice concentrations are from 115 

Hadley Centre for 1958–1995 and from NSIDC for 1996–present. Another integration 116 

(IC-SST) in addition to ice concentrations, assimilates sea surface temperature (SST) from 117 

the NCEP/NCAR reanalysis based on the global daily high-resolution Reynolds SST 118 

analyses using satellite and in situ observations [Kalnay et al., 1996; Reynolds and 119 

Marsico, 1993; Reynolds et al., 2007].  A third integration (Model-only) assimilates no 120 

data. For the Model-only and IC-SST cases, the parameterization of ice strength is based 121 

on Hibler [1979], while the parameterization of ice strength for the IC case is based on 122 

Rothrock [1975] and  Hibler [1980].  The choice of these integrations reflects the 123 

evolution of model development and tuning which typically involves multiple 124 

integrations. These three integrations represent the latest state of the PIOMAS model 125 

development and have shown good validation statistics for ice thickness (greater than  126 

50% explained variance) when compared with submarine-based ULS measurements. The 127 

choice of these runs is not meant to provide a comprehensive assessment of the relative 128 

benefits of assimilating different data sets as done in Lindsay and Zhang (2006). As we 129 

will show later, the IC-SST run provides the most conservative assessment of the long-130 

term trend and is therefore used as the reference integration throughout the paper.  131 

2.2 In-situ measurements from the Sea Ice Thickness CDR  132 

A sea ice thickness Climate Data Record (Sea Ice CDR) of in-situ observations of ice 133 

draft and thickness has recently been created [Lindsay, 2010]. This record integrates sea 134 

ice draft measurements from submarine upward looking sonar (ULS), moored ULS, and 135 

air-borne electromagnetic (EM) measurements from a variety of sources into a single 136 
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place and format. The sources include US submarines [Tucker et al., 2001; Wensnahan 137 

and Rothrock, 2005] moored ULS from the eastern Beaufort Sea [Melling and Riedel, 138 

2008], the central Beaufort Gyre (Beaufort Gyre Exploration Project based at the Woods 139 

Hole Oceanographic Institution, http://www.whoi.edu/beaufortgyre),  Fram Strait [Witte 140 

and Fahrbach, 2005]; airborne EM-based thickness measurements [Haas et al., 2010; 141 

Haas et al., 2009], and ULS measurements at the North Pole Environmental Observatory 142 

(NPEO)  143 

Submarine-based ULS and airborne EM measurements are provided as 50-km 144 

averaged segments. Following Rothrock et al. [2008][Hereafter RPW08], all draft 145 

observations from submarines and moorings are converted to ice thickness using an ice 146 

density of 928 kg/m3 and the snow water equivalent estimated by the model. Uncertainty 147 

in the draft-to-thickness conversion is relatively small (<10% of draft). EM 148 

measurements provide the combined thickness of ice thickness plus the overlying snow-149 

cover [Haas et al., 2010].  They are converted to thickness using the snow depth 150 

estimated from the snow water equivalent accumulated during the PIOMAS integrations 151 

assuming a seasonal variation in snow density [RPW08].   ULS measurements provide a 152 

first-return measurement which can lead to a bias in ice draft [Vinje et al., 1998]. This 153 

bias depends on the field of view of the ULS instrument, its deployment depth, and the 154 

thickness distribution itself.  Rothrock and Wensnahan [2007] estimate a bias of 0.29 m 155 

for the submarine record they investigated. Following Kwok and Rothrock 156 

[2009][Hereafter KR09],  we subtract this bias from submarine draft measurements prior 157 

to the comparison with model observations. No bias corrections were applied to 158 

measurements other than the US submarine ULS data, because such bias corrections are 159 
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not readily available and the development of such bias corrections is beyond the scope of 160 

this study.  Similarly, following RPM08, measurements from the UK-submarine were not 161 

used in this analysis since their processing history is uncertain.  162 

Each Sea Ice CDR observation was then paired with a monthly mean model 163 

thickness using the closest model grid cell.  For in-situ measurements from moving 164 

platforms (submarines and airborne EM) the in-situ measurement does not really 165 

correspond to a monthly average (the submarine may cross the entire Arctic in a few 166 

days) so that this pairing does include a temporal sampling error. 167 

2.3 ICESat  168 

Ice thickness estimates from the Geophysical Laser Altimetry System (GLAS) on 169 

ICESat have recently become available [Kwok and Cunningham, 2008; Zwally et al., 170 

2008].  The ICESat retrieval algorithm measures ice freeboard by comparing the satellite 171 

distance from the snow or ice surface to that of ice-free areas.  Freeboard measurements 172 

are then converted to ice thickness using a sequence of processing steps, accounting for 173 

snow-loading, atmospheric pressure and sampling biases [Kwok et al., 2009] [Hereafter 174 

K09]. Given that ice freeboard amounts to only about 10% of the total thickness, space-175 

based thickness retrievals area highly sensitive to potential errors associated with these 176 

steps. K09 estimates ICESat thickness uncertainties to be 0.5 m for individual 25 km 177 

ICESat grid cells.  Fields of mean ice thickness are available at the following URL 178 

(http://rkwok.jpl.nasa.gov/icesat/).  These ice thickness fields are composites generated 179 

from ten ICESat campaigns during October-November 2003-2007 and March-February 180 

2004-2008.  Because of the small footprint nadir sampling of the ICESat instrument, 181 
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these fields are composites of sea ice thickness from a range of times during the 182 

observation intervals and treating them as averages incurs a sampling error.   183 

For direct comparison with PIOMAS, PIOMAS ice thicknesses were regridded to the 184 

ICESat grid using nearest neighbor interpolation.  Monthly PIOMAS averages for March 185 

were used for comparison with the ICESat spring campaigns, and combined October and 186 

November averages were used for comparisons with the ICESat fall campaigns. The 187 

averages are thought to best correspond to the temporal sampling of ICESat composites.  188 

To address the nature of the ICESat retrieval, which does not fully account for varying 189 

ice concentrations but assigns the retrieved thickness to the entire grid cell, an additional 190 

weighting using AMSR-derived ice concentrations is needed.  Following KR09, AMSR-191 

derived ice concentrations at 25 km resolution were obtained from NSIDC and 192 

concentration-weighted ICESat thickness for each grid cell was calculated by multiplying 193 

the ICESat ice thickness with the AMSR-derived ice concentration.  194 

The calculation of ICESat thickness averages includes observations where the ice 195 

thickness is 0.  This distinction is consistent with the usage by K09 and KR09 and 196 

corresponds to the definition of effective ice thickness often used in sea ice modeling: 197 

= iiheff hhgh )( where g(h) is the discrete thickness distribution or fraction of grid-cell 198 

covered by ice thickness hi, including g(h=0) .  It does however mean that the mean ice 199 

thickness for a given area is strongly influenced by variations in ice-concentrations but 200 

that ice volume can simply be estimated from heff and the area of the grid cell.  Whether 201 
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or not the open-water thickness category is included in the definition of mean ice 202 

thickness is not always clear in the pertinent literature, so it is specifically stated here.  203 

2.4 Time series of regional mean ice thickness 204 

KR09 recently published an assessment of ice thickness changes from US submarine 205 

data for a part of the Arctic Ocean for which US submarine data have been released (the 206 

Data Release Area, DRA).  In this assessment, the inhomogenous temporal and spatial 207 

sampling of the submarine-based draft measurements was addressed by fitting 208 

polynomials to US-submarine draft observations that express ice thickness as a function 209 

of space, seasonal cycle and time [RPW08]. These polynomials are then evaluated for the 210 

DRA and concatenated with ICESat ice thickness estimates for the DRA.  KR09 estimate 211 

the standard deviation of the total uncertainty of the regression model-derived thickness 212 

for the DRA to as 0.5 m. The corresponding ICESat uncertainty is estimated as 0.37 m.  213 

We use this time series for comparison with PIOMAS-derived ice thickness time series.  214 

2.5 CCSM-3 runs 215 

IPCC integrations for (i) the pre-industrial control, (ii) the climate of the 20th century 216 

(20C3M), and (iii) the A1b scenario run for the NCAR CCSM3 model were obtained 217 

from the World Climate Research Programme's (WCRP's) Coupled Model 218 

Intercomparison Project phase 3 (CMIP3) multi-model dataset archive [Meehl, 2007]. 219 

Sea ice concentration and thickness were retrieved and total ice volume, ice area, and ice 220 

extent calculated. Anomalies were calculated relative to the 1958-1978 period and 221 

expressed as percentage of means. Additional IPCC AR4 runs for the subset of models 222 
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identified as having a better representation of sea-ice variability [Wang and Overland, 223 

2009] were also extracted and processed in the same way (Table 5). 224 

3 Ice Thickness Uncertainties  225 

3.1 Local uncertainties from in-situ observations from the Sea Ice CDR 226 

Measurements of total arctic ice volume do not exist, therefore validation of modeled 227 

ice volume must rely on local measurements of ice thickness. We here analyze separately 228 

ice thickness observations that were or were not used during PIOMAS model 229 

development. Figure 2 and Figure 3 show comparisons of PIOMAS draft estimates with 230 

Sea Ice CDR draft observations for submarines and all other measurements respectively.  231 

The correlations for the data which were or were not used in model development are 232 

identical (0.73) and RMS differences are very close (0.76 m vs. 0.78 m). Mean errors are 233 

actually slightly better (–0.17 m vs. –0.01 m) when excluding submarine measurements. 234 

The mean thickness is over a meter smaller for the non US submarine data because most 235 

of the other data are from a later period, reflecting the thinning of the ice cover. Using 236 

these local thickness uncertainties as a measure of model uncertainty, we can compute 237 

uncertainties in volume and trends. This is done in section 5.1.  238 

What do the high correlations between PIOMAS and in-situ observations tell us? Are 239 

they simply the result of the ability of the model to capture the strong annual cycle of 240 

growth and melt and say little about the model’s ability to capture the long term trend? 241 

To examine the effect of the annual cycle on the validation statistics, we compare the 242 

PIOMAS model results with in-situ observations from the Sea Ice CDR for the ICESAT 243 

observation periods February/March and Oct/Nov separately. These times are close to the 244 
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maximum and minimum of the annual ice thickness cycle and provide a sufficiently large 245 

number of observations to allow a meaningful comparison. Performance of PIOMAS 246 

with respect to observations for spring (February/March) is excellent, with a correlation 247 

of 0.83 and a mean bias of -0.08 m. RMS differences for February/March are 0.61 m.  248 

Comparisons for fall (October/November) are somewhat worse with a correlation of 0.65, 249 

an RMS error of 0.76 m, and a bias of –0.03 m.  In general, relative to the Sea Ice CDR 250 

observations, the model tends to overestimate the thickness of thinner ice and 251 

underestimate the thickness of thick ice.  These results demonstrate that the model 252 

captures ice thickness variability beyond the annual cycle, suggesting that long term 253 

spatial and temporal variability may be well represented. We will revisit each of those 254 

separately below.  255 

Note that observations from the North Pole Environmental Observatory (NPEO) 256 

were excluded from the above analysis. A comparison of NPEO data with PIOMAS 257 

shows that  some of  the earlier NPEO ULS measurements have much thicker ice than 258 

previous observations at this location, and seem to be inconsistent with recent 259 

measurements of ice thickness from EM data near the North Pole which have near 0 bias 260 

and correlations of 0.93 relative to the model. (Figure 4). NPEO ULS data from 261 

instruments deployed in 2006 and 2008 show a much better agreement with PIOMAS 262 

and EM observations.   Though  no direct overlap between the earlier NPEO data and EM 263 

data exists, it is difficult to imagine why the model would perform well with little bias in 264 

the area near the North Pole except for 2001-2005 when differences with  NPEO.are 265 

large.    At this point we do not have a solid explanation for this discrepancy between the 266 
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pre 2006  NPEO data and the model.  A more detailed investigation is underway [D. 267 

Moritz, pers. comm].  268 

3.2 Uncertainties in Regional Mean Ice Thickness (biases)  269 

Random errors established from individual in-situ observations affect regional mean 270 

ice volume estimates proportional to N-1/2, (N=number of grid-cells in model or retrieval).   271 

Since N may be large (depending on the size of the region), ice volume uncertainty 272 

estimates are dominated by biases rather than random errors (KR09, and discussion in 273 

section 5.1). We use  ICESat-derived regional means for both the DRA and the ICESsat 274 

domain to assess potential biases in PIOMAS regional mean ice thickness. 275 

Figure 5a shows a comparison of ice thickness for the ICESat domain (see Fig. 6) 276 

from PIOMAS (IC-SST) and ICESat.  ICESat thickness estimates exceed PIOMAS 277 

estimates by 0.1 m and 0.26 m for Feb/Mar and Oct/Nov respectively, well within the 278 

uncertainty of ICESat estimates of 0.37 m [KR09].  While the difference between 279 

PIOMAS and ICESsat in Feb/Mar (-0.1 m) is of the same order as that between the 280 

model and in situ observations in the Sea Ice CDR,  Oct/Nov model-ICESat differences 281 

are substantially higher (-0.26 m) relative to model-in situ observation differences. 282 

Reasons for this discrepancy will become apparent when we compare spatial patterns 283 

(Section 3.3). Model-ICESat differences are smaller over the DRA domain (Figure 5b), 284 

possibly reflecting the use of submarine draft data over this area in both PIOMAS model 285 

tuning and ICESat algorithm development.  286 
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Applying the above derived biases (-0.01 and -0.26 m) from the ICESat domain to 287 

the full PIOMAS domain changes total Arctic sea ice volume estimates by -1.7 x103 km3 288 

(i.e. -6.3%) and -2.3 x 103 km3  (i.e. -10%) for spring and fall respectively.  Given the 289 

small number of data points (N=5) involved in determining these biases, the uncertainty 290 

is of course large and conclusions about ice volume biases must be viewed with caution. 291 

Uncertainties in local and regional mean ice thickness are summarized in Table 1. 292 

3.3  Uncertainty in spatial patterns  293 

ICESat-derived ice thickness fields also provide the opportunity to assess the fidelity 294 

with which PIOMAS integrations reproduce the spatial patterns of ice thickness. 295 

Difference maps were computed for each ICESat campaign and average differences 296 

computed for spring and fall (Figure 6).   ICESat and PIOMAS ice thickness fields show 297 

a close agreement with the overall pattern of ice thickness. Pattern correlations are high 298 

with values of 0.8 and 0.9 for spring and fall fields respectively. The IC integration 299 

performs a bit worse than IC-SST and Model-Only, consistent with comparisons against 300 

Sea Ice CDR observations.The largest differences in ice thickness patterns occur in a 301 

narrow band along the northern coast of Greenland and the Canadian Archipelago, where 302 

ice thicknesses are larger and meridional gradients much steeper in the ICESat data than 303 

in the PIOMAS model. At the current configuration with smooth, low resolution forcing 304 

fields, PIOMAS seems to have trouble reproducing thee thick ice along the coast, 305 

contributing to the negative bias noted above. This difference in spatial pattern serves as 306 

an explanation for the above noted regional mean ice thickness difference between 307 

PIOMAS and ICESat (Figure 5). However, while the underestimate of ice thickness near 308 

the Canadian coast is qualitatively supported by comparisons with near coastal 309 
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observations from the Sea Ice CDR (Figure 7), PIOMAS underestimates are much 310 

smaller (0.08 m) than apparent from the ICESat comparison. It is possible that the ICESat 311 

retrievals may overestimate ice thickness along those coastal area. However, some of the 312 

EM data near Ellesmere Island also tend to show thicker ice than PIOMAS, pointing to 313 

potential model biases which suggests that additional work is needed to characterize ice 314 

thickness variability in those areas.  PIOMAS ice thickness in the Beaufort and Chukchi 315 

Seas is somewhat thinner than observed from ICESat. Because it is derived for regional 316 

means, the correction of -0.20 m applied to the ICESat regional means to adjust Oct/Nov 317 

ICESat retrievals to the  November 1 reference date as done for KR09 was not applied to 318 

the maps shown in Figure 6. 319 

4 Ice thickness trends and uncertainties 320 

4.1 Comparisons with reconstructed time series (KR09) 321 

So far we have examined local and regional uncertainties and differences in spatial 322 

patterns. What about long term trends, the ultimate goal of this paper? To determine 323 

uncertainties in long term trends, one needs to address the irregular spatial and temporal 324 

sampling of the available data. Satellite-derived records (ICESat) are still too short. 325 

RPW08 address in-situ sampling issues by fitting an empirical model to available in situ 326 

data for th DRA and KR09 concatenate the ICESat record to construct a timeseries of 327 

mean ice thickness for the DRA. We use this time series to to assess the corresponding 328 

long term variability in PIOMAS ice thickness.  329 

Figure 8 shows PIOMAS ice thickness (IC-SST) averaged over the DRA and ice 330 

thickness time series from KR09.  PIOMAS ice thickness is well within the error 331 
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estimates of KR09, except for a period in the early 1980’s.  This discrepancy possibly 332 

arises from the higher-order polynomlials utilized by RPW08 to interpolate submarine 333 

data in space and time. 334 

Figure 8a shows in-situ observations from the sea ice CDR that were taken within 335 

the DRA over the January-May time window. There are no February/March observations 336 

for the 1981 through 1985 period, when the discrepancy between PIOMAS and the 337 

regression model occurs and the regression model fit appears to be influenced strongly by 338 

the fall observations. During that time, though still apparent, the discrepancy between 339 

PIOMAS and the regression model is substantially smaller.  The scatter of individual 340 

CDR observations about their means illustrates the large spatial variability in ice 341 

thickness that makes the construction an Arctic-wide time series from sparse in-situ 342 

observations so difficult. The differences between the Sea Ice CDR means and the 343 

regression model show the importance and difficulty of accounting for this sparse 344 

sampling as attempted by RPW08.   345 

KR09’s stated uncertainty of 0.50 m is the standard deviation of the error of the 346 

regression model for monthly averaged ice thickness spatially averaged over the DRA. It 347 

can be interpreted as the expectation that 67% of observed monthly averages will lie 348 

within this bound. Given the length of the time series of 34 years and ignoring 349 

autocorrelation, one would then expect up to 11 years of data to lie outside this bound.   350 

Thus, even though several of the model data points in the early 1980s fall outside the 351 

error bounds of the KR09 time series, the ice thickness predicted by PIOMAS for the 352 

DRA is statistically consistent with the reconstructed KR09 time series. RMS differences 353 
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between the PIOMAS (IC-SST) and the KR09 time series are 0.40 m and 0.32 m for 354 

spring and fall respectively, i.e., within the uncertainty of the KR09 thickness estimates. 355 

The mean bias is 0.17 m and near zero for spring and fall respectively. However, 356 

PIOMAS model trends for the 1975-2008 periods are -0.30 m/dec and -0.38 m/dec for 357 

spring and fall for the IC-SST run respectively. This contrasts with trends of -0.53 m/dec 358 

and -0.50 m/dec for the KR09 time series. Given the functional form underlying the 359 

KR09 time series a comparison of linear trends of the time series is probably not the best 360 

way to assess the agreement.  Instead, the qualitative similarity of the time series may be 361 

a more useful indicator of agreement between model and observations.  362 

Large differences between PIOMAS and the in-situ observations from the CDR are 363 

apparent in the gap between the  regression model and the beginning of the ICESat period 364 

(2000-2003). These observations are from the NPEO which we have previously shown to 365 

have large biases relative to PIOMAS. The discontinuity of these observations relative to 366 

the PIOMAS and KR09 time series further raises questions about their validity.  We need 367 

to however recognize that if the pre 2006 NPEO thickness estimates are indeed correct 368 

and representative for sea ice conditions during that period, that our understanding of the 369 

variability of sea ice thickness and volume in the Arctic would be seriously challenged. 370 

Though KR09 provide no uncertainty estimate for their trends, those can be 371 

estimated to be in the order of  ± 0.10 m/dec by specifying the uncertainties reported by 372 

KR09 as measurement errors in a linear fit procedure (e.g. Press et al. 1992).  The 373 

difference in mean ice thickness trend between PIOMAS and KR09 is therefore outside 374 

the random uncertainties, thus pointing to the likelihood that  systematic errors such as 375 
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the previously noted tendency of PIOMAS to underestimate thick and overestimate thin 376 

ice accounts for the differences in trends. Both the IC  and Model-Only runs show 377 

substantially larger thinning in the DRA region with October trends of -0.53 m/dec, thus 378 

being closer to the KR09 record.  Our choice of IC-SST as our reference integration 379 

therefore clearly is conservative with respect to the trend. 380 

4.2 Thickness Change from Paired Observations.  381 

An alternative approach may also be taken to deal with the sparse spatial and 382 

temporal sampling of the observation.   This approach assesses temporal change from 383 

observations for which repeat coverage exists at the same locations at same time of the 384 

year.  Rothrock et al. [1999] and KR09 use this approach by grouping observations by 385 

location and period and calculate multi-decadal trends for each of those location. Here we 386 

use a similar approach and compare modeled 10-year trends with observed 10-year trends 387 

at the same locations.  388 

We search the Sea Ice CDR data base for pairs of repeat observations at the same 389 

location and time of the year (month) that are at least 10-years apart. Figure 9 shows the 390 

comparison of 10-year+ trends from Sea Ice CDR observations and PIOMAS. 391 

Observations are paired regardless of the observation system. Naturally, the distribution 392 

of trends computed in this fashion is rather noisy, because observations reflect only small 393 

areas and 2-point trends are strongly by affected by year-to-year variability. In addition 394 

pairs of observations may have different biases due to the nature of the measurements 395 

(e.g. deployment depth or measurement system).  A total of N = 572 pairs yield a mean 396 

thickness change for PIOMAS of -0.42 m/decade. The observed mean decrease is 397 



19 
 

somewhat larger with -0.48 m/decade. Using a T- means test, we find that the mean trend 398 

for PIOMAS is significantly (p < 0.003) different from the mean thickness change 399 

obtained from the observations  Based on this statistic we find that PIOMAS 400 

underestimates ice thickness decline by as much as 0.06 m/decade. Note however that 401 

previously discussed differences in measurement biases affect this finding.  While the 402 

sampling of the paired observations precludes using the derived changes as a 403 

representative value for changes in basin-wide ice thickness over the period, the 404 

difference between model and observed trends (0.06 m/dec) maybe taken as an indication 405 

of the uncertainty of both estimates.  This result provides further evidence that PIOMAS 406 

yields a conservative estimate of changes in ice thickness. 407 

5 Ice Volume Uncertainties and Trends 408 

 409 
Total Arctic sea ice volume can be written as V = Σ hi ai where hi is the mean 410 

thickness of sea ice (including open water) in grid cell i, ai is the cell area, and the sum is 411 

over N cells.  If the error variance of hi is denoted by σh
2

 (independent of i), and if the 412 

errors in hi are uncorrelated with each other, then the error variance of V is given by σv
2 = 413 

σh
2 Σ ai

2.  Defining the mean-square grid cell area by a2 = (1/N) Σ ai
2, the error standard 414 

deviation of V is then given by hv aN σσ =  (Eq 1).  The uncertainty in volume is 415 

proportional to the uncertainty in thickness σh , the RMS grid cell area a, and the square 416 

root of the number of grid cells N.  The volume is affected by the definition of the 417 

domain as well as coastlines. The domain and grid are fixed for the PIOMAS, so ai is a 418 

constant with time and will not impact the uncertainty of the time series.  To obtain an 419 

estimate of the potential effect of coast line uncertainties we obtained the AMSR-E 6.25 420 
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km land mask from NSIDC. Comparing this mask with the PIOMAS grid, we estimate 421 

the total Arctic ice volume uncertainty due to coastline uncertainty to be less than 2% of 422 

total ice volume.  423 

5.1 Volume and trend uncertainty from in-situ thickness observations 424 

The direct comparisons of observed ice thickness with PIOMAS integrations 425 

(Section 3.1) yielded a maximum standard deviation of the difference between modeled 426 

and observed mean monthly ice thickness for each grid-cell of 0.78 m and maximum bias 427 

of –0.17 m. Accounting for the varying PIOMAS grid spacing  and the fact that a 428 

different number of grid cells are ice- covered in March and October, we use Eq (1) and 429 

set the grid-cell uncertainty σh, to 0.78 m; N is set to the number of grid cells with a 430 

thickness greater than  0.15, we use the temporal mean (1979-2010)  of  15548 for March 431 

and  10132 for  October for N;  the RMS grid cell area a is set to 1075 km2 and 879 km2 432 

for March and October  respectively.   The resulting random ice volume uncertainty for 433 

the entire PIOMAS domain is rather small: 0.1x103km3 for March and 0.07x103km3 for 434 

October. Much more significant is the impact of potential biases in ice thickness. By 435 

multiplying the established -0.17 m bias with the  ice-covered areas for March and 436 

October, the volume bias is calculated.  Over the PIOMAS domain, the modeled ice 437 

volume bias relative to the CDR with submarine data is -2.8x103km3 for March, and -438 

1.5x103km3 for October, or about 10% of the total ice volume at those times. 439 

Using above calculated ice volume uncertainty of 0.1x103km3 as the measurement 440 

error when caculating the trend (Press et al. 1992)  of the monthly volume anomaly yields 441 

an uncertainty of 0.07x103km3/decade in the linear trend.  This trend uncertainty needs to 442 
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be viewed as rather optimistic since it is based on the assumption that errors are random. 443 

Biases, if assumed constant, do not affect the uncertainty of the volume trends. However, 444 

this assumption is likely not a good one. As shown in 3.1, comparisons with observations 445 

indicate that PIOMAS tends to overestimate the thickness of thin ice and underestimate 446 

the thickness of thick ice. In the following section we will therefore attempt to quantify 447 

the impact of such systematic errors on ice volume trends. 448 

5.2 Uncertainty using adjusted model output 449 

As previously discussed, the comparison of PIOMAS results with thickness 450 

observations, assuming that those are free of systematic errors, shows that the model 451 

appears to overestimate thin ice and underestimate thick ice (Figure 2). How do such 452 

systematic differences impact ice volume trends? To answer this question, we transform 453 

modeled ice thickness to an “adjusted” ice thickness that removes such differences. We 454 

estimate linear coefficients for  hobs=a+b*hModel using all in-situ observations using a 455 

procedure that allows for errors in both dependent and independent variables [Williams et 456 

al., 2010]. Making the assumption that this relationship holds everywhere and at all 457 

times, we apply the resulting coefficients to individual PIOMAS grid-cells and then sum 458 

spatially to re-compute time series of ice volume anomalies.  459 

The results (Figure 10) show that anomalies are relatively insensitive to this 460 

correction but that the downward trend is somewhat increased. Because thick ice in the 461 

earlier period increases in thickness, and thinner ice during the later period is thinned by 462 

this adjustment, the downward decadal trend increases from -2.8x103 km3/dec to -3.5x103 463 

km3/dec.  Mean total ice volume over the 1979-2010 period decreases from 21x103 km3 464 
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to 19x103 km3. Note that this exercise is not designed to correct potential model biases, 465 

nor do we discount the possibility that model and observational differences are due to 466 

errors in the observations. It does however provide a measure of the sensitivity of ice 467 

volume estimates to the noted systematic differences between modeled and observed ice 468 

thickness. Using the change in trends as a measure of uncertainty, we arrive at a value of 469 

the trend uncertainty of ±0.7x103 km3/dec.  The standard deviation of the difference 470 

between the unadjusted and the adjusted volume anomalies is 0.76x103 km3 which can be 471 

viewed as an indicator of the uncertainty of the individual monthly volume estimates.  472 

5.3 Extrapolation Error 473 

At this point we have assessed PIOMAS uncertainties from direct observations, 474 

interpolated (regressed) submarine ULS data, and ICESat measurements. We showed that 475 

PIOMAS performance appeared slightly worse for the entire ICESsat domain than for the 476 

DRA only. Beyond the comparison with ICESat, little is known about ice thickness 477 

uncertainty outside the DRA.  478 

In order to gain insight into how well sea ice thickness variability inside the DRA 479 

relates to sea ice thickness variability in the entire Arctic (PIOMAS domain), we 480 

correlate PIOMAS ice thickness averaged for the DRA with average ice thickness for the 481 

entire domain for each month of the year (Figure 11).  For the purpose of this calculation 482 

mean ice thickness is calculated using a minimum thickness threshold of 0.15 m. Both 483 

time series are detrended to remove the correlation due to the long-term trend.  Making 484 

the assumption that the relationship between PIOMAS ice thickness for the DRA to the 485 

PIOMAS domain average reflects reality, we can estimate the potential error incurred by 486 



23 
 

estimating total Arctic ice thickness from DRA averages. The explained variance values 487 

range from 32% to 95% depending on the model version and the month. Note that the 488 

Model-Only integration, which does not use assimilation, shows little seasonal variation 489 

in the amount of explained variance. In contrast, the IC-SST and IC integrations which 490 

assimilate data to constrain the model have lower values of explained variance, 491 

particularly in spring and fall.  This suggests that the assimilation process introduces a 492 

substantial amount of variance into the ice thickness outside the DRA and that ice 493 

thickness variability outside the DRA is much less controlled by the dynamics and 494 

thermodynamics captured by the model and forcing data than in the DRA. PIOMAS is 495 

apparently getting significant help from the assimilation procedure.  Future model 496 

development and thickness measurement campaigns should therefore focus on areas 497 

outside the DRA. Note however, that in PIOMAS assimilation runs, at least 50% (except 498 

for September) of the variance of the volume over the entire domain is still explained by 499 

the ice thickness in the DRA. Thus, the mean thickness error incurred by estimating 500 

Arctic-wide ice thickness from DRA values, estimated as the residual error of the 501 

regression shown in Figure 11b,  is relatively small (<0.1 m).  502 

Using the ice-covered area of the PIOMAS domain outside the DRA to convert this 503 

thickness extrapolation uncertainty into a volume uncertainty yields an additional volume 504 

uncertainty of 0.63x103km3 for October. Noting the previously established volume 505 

uncertainty of 0.1x103km3 based on CDR data for the DRA, we can see that the random 506 

volume uncertainty for the PIOMAS domain is dominated by this extrapolation error. 507 

This analysis assumes that the model captures the natural correlation of ice thickness co-508 
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variability between the DRA and the entire PIOMAS domain, which is of course 509 

unproven since little data exist that would allow systematic evaluation. 510 

5.4 Volume Uncertainty from different PIOMAS runs 511 

In the previous sections, we assessed modeled ice volume uncertainties through 512 

comparisons with observations. Given uncertainties in sampling and data quality it 513 

appears prudent to further support the results through model sensitivity studies.  Here we 514 

compare three different PIOMAS integrations and examine the range of ice volume and 515 

anomaly estimates and linear ice volume trends. Integrations of PIOMAS using different 516 

parameters for ice-strength and using different inputs for assimilation are compared.  This 517 

approach follows the perturbed physics approach (e.g. Sanderson et al. 2008) to 518 

estimating uncertainty in climate model projections. However, in contrast to perturbed 519 

physics experiments which create an ensemble of integrations from which uncertainty 520 

with respect to a particular parameter can be estimated, we here select three experimental 521 

integrations that have evolved over time and provide similarly good validation statistics 522 

when compared to submarine ice draft data. The differences between these runs can be 523 

considered one measure of the model uncertainty as it represents the sensitivity of ice 524 

volume estimates to a subset of “reasonable” choices. Reasonable in this context is 525 

defined as meeting specific validation criteria such as explained variance and mean of 526 

observed ice draft. As discussed in section 2.1 differences between the IC-SST and IC are 527 

in part due to SST assimulation, in part due to a different choice in ice strength 528 

parameterization (Steele et al. 1997).  529 
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Figure 12 shows the monthly ice volume anomaly relative to the 1979-2009 mean 530 

from the three integrations.  Resulting volume anomaly trends for the period 1979–2010 531 

range from -2.8x103 km3/dec for the run assimilating ice concentration and SST (IC-SST) 532 

to  -3.8x103 km3/dec for the run without assimilation (Model-Only) with a mean trend 533 

over all integrations of trend -3.4x103 km3/dec. The uncertainty in the ice volume 534 

anomaly estimated as the time averaged standard deviation of the three runs about the 535 

three-run mean anomaly is 0.76x103 km3.  Individual runs differ in mean volume by as 536 

much as  3.8x103km3in March and  2.4x103 km3 in October.  Time averaged standard 537 

deviations about the three-run volume mean are 2.25x103 km3 and  1.35x103 km3 for 538 

March and  October respectively and provide one measure of the total ice volume 539 

uncertainty. These differences  arise largely from the fact that the no-assimilation run 540 

(Model-Only) has signifcantly larger ice volume throughout the period. Volume anomaly 541 

uncertaities estimated in this fashion are substantially smaller than for the total volume 542 

because individual model biases are removed when the anomalies are computed.  543 

Which run is better? What is the actual trend? How can we estimate an uncertainty of 544 

ice volume and trends from these different integrations? There is of course no simple 545 

answer to these questions. Both Model-Only and IC-SST runs have nearly identical 546 

validation statistics when compared with in-situ ice thickness observations, though the 547 

mean difference between those runs is largest where there are few validation data.  Both 548 

ice concentration-only (IC) and no-assimilation (Model-Only) runs have long term trends 549 

that compare more favorably with the concatenated time series of KR09. Both 550 

assimilation runs constrain the ice concentrations to observations and therefore provide a 551 

more accurate representation of ice extent and concentration.  So what do we do?  Until 552 
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further improvements in models and observations allow us to clearly identify the “best” 553 

model integration, it appears reasonable, particularly for climate change detection and 554 

attribution questions, to select the integration with the most conservative estimate for the 555 

trend (–2.8x103km3/decade) as our “reference” integration and use the range in trends 556 

(1.0x103 km3/dec) as an indicator of potential uncertainty.  557 

6 Applications 558 

6.1 Comparisons of PIOMAS and CCSM3 ice volume and extent change.  559 

To put the uncertainty estimate for ice volume trend into context we compare 560 

PIOMAS-derived ice thickness trends with those derived from the NCAR Community 561 

Climate System Model V3.  Northern Hemisphere Ice volume and Ice Extent anomalies 562 

from the 20Th century run (20C3M) and A1b scenario runs are computed for 5 563 

realizations. Anomalies are computed relative to the 1958 – 1978 period and are 564 

expressed as percentages of the total ice volume or ice extent for the period. Five hundred 565 

years from the pre-industrial control run are used to create a 5-member pseudo ensemble 566 

to represent internal variability. 567 

Figure 13 shows the fractional anomalies for ice extent and ice volume from the 568 

NCAR CCSM3 model runs and PIOMAS for September and March. The PIOMAS IC 569 

run is used in this case instead of the reference  IC-SST run  since the IC-SST starts after  570 

1975 because of a lack of SST data.  In both seasons, ice volume anomalies begin to 571 

separate from the control run earlier than ice extent anomalies. During the winter season, 572 

when the ice extent is in part controlled by geography, the separation between the volume 573 

and extent lines is larger and continues to grow through 2050. In the fall seasons, relative 574 
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ice volume and ice extent losses narrow towards the end of the period when little ice 575 

remains.   Both the PIOMAS and the CCSM3 simulations suggest that the ice volume 576 

compared to extent is an earlier indicator of the decline of the ice pack by very roughly 577 

10 to 15 years.  The noisy nature of the simulations precludes a precise determination. By 578 

the mid 1990, ice volume losses in September exceed ice extent losses by a factor of 4 in 579 

both PIOMAS and CCSM-3. As the ice thins further, ice extent losses accelerate relative 580 

to volume losses until volume/extent anomaly ratios are near one by 2050.  581 

Accepting  PIOMAS ice volume and ice extent losses as a proxy for reality, it 582 

appears that CCSM3 hindcat/projection matches rather well.   Ice volume and extent 583 

losses stay within or are close to the bottom edge of the envelope established by the 584 

ensemble for most of the time since significant ice losses began in about 1988.  This is 585 

the time when the Arctic Oscillation started a strongly positive phase for a few years 586 

before retrurning to more normal conditions [Lindsay and Zhang, 2005]. The exception is 587 

since 2007 when ice extent and to a lesser degree  the ice volume dropped significantly 588 

below the CCSM3 envelope in the fall. This observation contrasts with the frequently 589 

made statement that Global Climate models do not capture the observed  trend in ice 590 

extent over the 1953-2006 period [Stroeve et al., 2007].  As shown in their paper and re-591 

iterated here with respect to  ice volume trends, more sensitive climate models such as the  592 

NCAR CCSM3 and Hadley Center HadGem1 models have 1979-2006 ice extent and 593 

volume trends that are quite comparable to observed (PIOMAS proxy) trends. Thus, If 594 

we accept this match as a measure of how well global climate models produce sea ice 595 

variblity, then the state of the art is significantly better than  apparent from a multi-model 596 
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ensemble that includes many models with  much less sophisticated sea ice 597 

representations. 598 

Figure 14a shows the ice extent anomalies (km2) vs. the ice volume anomalies (km3) 599 

for a subset of IPCC AR4 models deemed to be more realistic based on their annual cycle 600 

and mean ice extent [Wang and Overland, 2009] (see Table 5 for abbreviations).  All 601 

models lose ice extent and volume over time, but models with initially greater, more 602 

realistic sea ice volumes (such as NCAR CCSM3) lose ice extent more slowly than 603 

models with initially smaller sea ice volumes (such as ECHO-G or CNRM).  In all cases, 604 

as the ice thins, the ice extent loss accelerates. 605 

The ice extent anomalies (E – E0) and ice volume anomalies (V – V0) are departures 606 

from reference values E0 and V0, which are different for every model.  If instead we use 607 

fractional ice extent (E/E0) and fractional ice volume (V/V0), all the models coalesce onto 608 

a single curve (Figure 14b)  of the form: E/E0 = 1 + 0.3*ln(V/V0).  This logarithmic 609 

relationship is related to the open water formation efficiency (OWFE) of [Holland et al., 610 

2006; Merryfield et al., 2009], which is defined as the fractional change in open water per 611 

meter of vertical ice melt. Merryfield [2009] found that OWFE is proportional to 1/(mean 612 

ice thickness) for a CCSM3 A1B simulation through 2100.  Taking the derivative of our 613 

logarithmic relationship with respect to V shows that dE/dV is proportional to 1/V, which 614 

is essentially the same as Merryfield’s OWFE relationship, because sea ice volume per 615 

unit area is the same as mean ice thickness.  The relationship between extent and volume 616 

follows from the sea ice thickness distribution, which evolves with a seasonal cycle.  The 617 

selection of models based on their seasonal cycle is a possible explanation for the 618 
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similarity of the ice extent/volume relationship in all the models.  A more detailed 619 

discussion of these topics will be found in Stern et al. (in preparation). 620 

6.2 Attribution of ice volume loss to anthropogenic greenhouse forcing. 621 

We now address the question how uncertainties in ice volume affect the attribution 622 

of changes in ice loss due to anthropogenic factors. In order to do this we employ a 623 

bootstrap method [Vinnikov et al., 1999] to establish the probability that an observed (or 624 

proxy) trend could be found in a control climate without changes in anthropogenic 625 

greenhouse gas forcing.   626 

Figure 15 contrasts the 32-year trend distribution (1979-2010) in the NCAR CCSM3 627 

pre-industrial control run (500 years), compared with the trends from PIOMAS and 628 

CCSM3 20C3M/a1b runs. Based on this distribution, there is a negligible  probability 629 

that a trend of the observed (PIOMAS) magnitude occurs without anthropogenic forcing. 630 

Using an uncertainty for the observed trend of 1x103 km3/dec, and an upper bound 631 

(-1.8x103 km3/dec) for ice volume loss, increases the probability to 0.01 %.  Since our 632 

choice of the IC-SST run is already conservative with respect to the downward trend, and 633 

there are numerous indications that the actual trend is larger, this upper bound appears 634 

extremely unlikely. Making the assumption that the pre-industrial control run reflects the 635 

internal variability of the system properly, it is very unlikely that a trend in ice volume as 636 

obtained by PIOMAS, even accounting for large potential errors, would have occurred 637 

without anthropogenic forcings. Accepting the close match between CCSM-3 and 638 

PIOMAS ice volume losses as evidence that CCSM-3 provides a realistic sea ice 639 

sensitivity to climate forcing, we conclude that the attribution of ice volume loss to 640 
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changes in anthropogenic greenhouse gases is not sensitive to the errors in observed ice 641 

volume losses.  We emphasize that this exercise is not designed to resolve the issue of 642 

attribution but rather to examine the sensitivity of attribution to uncertainty of ice volume 643 

observations.  644 

6.3 Is it a record?  645 

We are often asked whether a particular year represents a new record in ice volume.  646 

For example, during the fall of 2010, PIOMAS-derived September ice volume was at a 647 

minimum during the 32 year period for which we provide the anomaly.  To assess how 648 

our established uncertainty affects whether any particular year constitutes a “record” 649 

minimum, we examine the time series of minima in the PIOMAS ice volume time series 650 

and compare them to the established maximum uncertainty for monthly ice volume of 651 

1.35x103km3 .  Only about 25% of new September minima exceed the previous minimum 652 

by more than this uncertainty. Using the 0.76x103km3 uncertainty for the anomaly time 653 

series, this number rises to 33%. These numbers  underline the difficultly of establishing 654 

“records” from this time series.  Using the strict 1.35x103 km3 uncertainty criteria, 655 

however, 2010 establishes a new record relative to the previous 2007 record. 656 

7 Summary and Conclusions 657 

 658 
Using a number of different approaches we have attempted to characterize the 659 

uncertainty in the PIOMAS Arctic ice volume record.  Even though the results deliver a 660 

spectrum of possible uncertainties, showing how uncertainties are uncertain themselves, 661 

it appears possible to provide conservative estimates that bound the potential error. 662 
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Mean ice thickness uncertainty for the DRA is 0.78 m (RMS) but biases as large as 663 

0.4 m exist. In general PIOMAS, relative to observations, appears to overestimate the 664 

thickness of thin ice and underestimate the thickness of thick ice. Such systematic 665 

differences will affect long term trends in thickness and volume. PIOMAS ice thickness 666 

agrees well (<0.1 m mean difference) with ICESat ice thickness retrievals for the DRA. 667 

Agreement in spatial thickness patterns between PIOMAS and ICESat is very good with 668 

pattern correlations of above 0.8.  ICESat retrievals outside the DRA are considerably 669 

thicker (0.4 m mean) than PIOMAS simulations. This difference arises in part from the 670 

fact that ICESat retrievals along the northern coast of Greenland and the Canadian 671 

Archipelago are considerably thicker (0.7 m) than PIOMAS integrations. However, 672 

model comparisons with in-situ observations in these areas show a much better 673 

agreement, suggesting that ICESat thickness estimates may be too high, though 674 

additional study of this issue is warranted.  We further find that detrended ice thickness 675 

estimates for the DRA correlate highly with areas outside the DRA (r ~0.8), although 676 

PIOMAS does not capture some of the variability outside the DRA when run without 677 

assimilation.  Considering that substantial total ice volume uncertainties arise from areas 678 

outside the DRA where a large fraction of in-situ measurements are located, a renewed 679 

effort for additional measurement campaigns and modeling efforts appears warranted.  680 

What about multi-year trends?  Our reference integration, a model run that 681 

assimilates SST and ice concentrations shows the mean monthly ice volume anomaly 682 

decreases by -2.8x103km3/decade over the period 1979–2010.  However, from 683 

comparisons with in situ observations, ICESat retrievals, and alternate model 684 

experiments, we have good reason to believe that this estimate is conservative and that 685 
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actual downward trends are larger. Using the range between different integration as a 686 

measure of uncertainty, we arrive at a conservative uncertainty estimate of ±1x103 687 

km3/decade.  688 

The uncertainty estimates stated throughout this paper show considerable range. The 689 

spatial and temporal sampling and the unknown systematic errors of the measurement 690 

systems preclude more definite uncertainty estimates. Further work will need to attempt 691 

to better characterize the measurement biases that may exists for each platform, and to 692 

examine systematic modeling errors that may have spatial and temporal variability. For 693 

many purposes, however, conservative estimates established here may suffice. Two 694 

examples are discussed here and may provide guidance for other applications.  695 

PIOMAS ice volume uncertainties and trends were examined in the context of 696 

climate change attribution and the declaration of record minima. Ice Volume losses in 697 

CCSM3 integrations compare well with PIOMAS trends. We find no trends of similar 698 

magnitude in the distribution of 32-year trends in the pre-industrial control simulation. 699 

We therefore conclude that attribution studies using models with similar sea ice 700 

sensitivities and internal variability as the CCSM3 are not likely to be affected by 701 

uncertainties in observed (proxy) ice volume anomaly trends.  Attempts to label new 702 

September minima as new records are significantly more susceptible to modeling error. 703 

Assuming stationarity, the likelihood of establishing a “new record” that passes a 704 

stringent examination of uncertainty is less than 25%.  However, the 2010 September ice 705 

volume anomaly did in fact exceed the previous 2007 minimum by a large enough 706 

margin to declare it a new record.  707 
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10 Figure Captions 841 

Figure 1. Daily Arctic sea ice volume anomaly from PIOMAS.  The daily anomaly is 842 

computed relative to the average for the day of the year computed over the 1979-2009 843 

period. The trend is computed from 1979 through 2010.   Shaded areas show the standard 844 

deviations (1x and 2x) of the residuals of the trend. Updated versions are available at 845 

http://psc.apl.washington.edu/wordpress/research/projects/arctic-sea-ice-volume-846 

anomaly/ 847 

Figure 2. Comparison of PIOMAS ice thickness estimates with observations from US 848 

submarines.   The data release area (DRA) is shown in grey in a).  USSUB-DG and 849 

USSUB-AN labels refer to digital and analog recordings respectively. The data covers 850 

the period 1975-2005. 851 

Figure 3. Comparison of PIOMAS ice thickness estimates with observations excluding 852 

the US submarine observations. a) Location map of ice thickness observations used for 853 

this comparison, b) Comparison of observations with PIOMAS (IC-SST). Colors indicate 854 

different data sources for ice thickness measurements. Institute of Ocean Sciences: 855 

Eastern Beaufort Sea (IOS-EBS), Chukchi Sea (IOS-CHK),  Woods Hole Oceanographic 856 

Institution:  Beaufort Gyre Exploration Projects (BGEP), Alfred Wegener: Greenland Sea 857 

(AWI-GS), Alfred Wegener and University of Alberta Airborne Electromagnetic 858 

Induction: (AIR-EM). 859 
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Figure 4. Comparison of PIOMAS (IC-SST) with in-situ observations from the Sea 860 

Ice CDR from 1999 through 2010 a) for EM measurements b) NPEO ULS 861 

measurements. Colors in a) refer to different measurement campaign years and in b) to 862 

years of deployment for NPEO ULS instruments. 863 

Figure 5. Comparison of ice thickness and volume for a) entire ICESat domain from 864 

PIOMAS (IC-SST)  and b) for the DRA only.   865 

Figure 6. Mean 2003-2008 ICESat (a,b)  and PIOMAS (c,d) ice thickness for (a,c), 866 

Feb/Mar and (b,d) Oct/Nov. Difference maps are shown in e) and f).  The color scale is 867 

given in meters. 868 

Figure 7. Comparison of PIOMAS (IC-SST) and airborne EM (AIR-EM) and moored 869 

ULS (IOS-EBS) measurements near Canadian coast. a) Map of comparison locations,  b) 870 

comparison with PIOMAS ice thickness. ULS measurements are from the IOS-Eastern 871 

Beaufort Sea site. 872 
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Figure 8. Comparison of PIOMAS model run (IC-SST) with the KR09 regression model 873 

constructed from US submarines and the ICESat-based ice thickness for a) Feb/March 874 

and b) Oct/Nov.  PIOMAS data are averages for the two months bracketing the ICESat 875 

campaigns. The regression model is evaluated for March 1 and November 1. ICESat data 876 

for fall are corrected to Nov 1 by subtracting 0.20 m.  Shaded areas represent 877 

uncertainties (1-sigma) estimated by KR09. Individual monthly observations from the 878 

Sea Ice CDR are shown as small grey dots. Large grey dots represent the mean of all 879 

observations for that time window. Dashed lines represent linear fits for PIOMAS (black-880 

dashed),  and KR09 (blue dashed/red-dashed). Observation means can substantially differ 881 

from the regression model because of the space-time weighting applied in constructing 882 

the regression model (see RPW08 for details). 883 

Figure 9. Comparison of 10-year+ differences at repeat locations. Locations are shown in 884 

(a),  differences for observations (b),  differences for PIOMAS (c) and histograms of 885 

difference distributions for observations and the model (d).  Mean difference from 886 

observations is 0.48 m/dec and from PIOMAS  is 0.42 m/dec.   Locations of repeats are 887 

coded in different colors in a) to show the separation distance. Colors in c) and d) 888 

indicate different sources of thickness information (see Figs 2 and 3). Dashed lines in d) 889 

are the means of the distributions for PIOMAS and Observations. 890 
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Figure 10.  Adjusted and unadjusted monthly ice volume anomalies.  Adjustments are 891 

calculated based on regressions between PIOMAS and observed ice thicknesses from the 892 

Sea Ice CDR. 893 

Figure 11. Monthly de-trended regression of the mean monthly ice volume for the DRA 894 

on ice volume over the entire PIOMAS domain   a) explained variance r2, b) residual 895 

error of regression or “extrapolation error”.  (green: Model-Only, black: IC, red:IC-SST) 896 

Figure 12. Monthly ice volume anomalies from 3 different PIOMAS integrations. 897 

Anomalies are computed relative to the 1979-2009 period.  1979-2010 linear trends for 898 

different model runs and for the multi-run mean are given in the legend 899 

Figure 13. Fractional ice volume and extent anomalies relative to 1958-1978 from 900 

PIOMAS (IC) and CCSM3 combined 20th Century and A1b scenario ensembles and pre-901 

industrial control ensemble for a) March and b) September. Shaded areas indicate the 902 

standard deviation about the ensemble mean for the CCSM3 ensembles. 903 

Figure 14. a) Ice volume anomaly vs. ice extent anomaly from PIOMAS and a subset of 904 

CMIP3 models. Anomalies are computed for each model relative to the 1958-1978 mean 905 

ice volume for the 1958-1978 period which is given in  km3 in the legend following the 906 

name of the model, b) same as in a)  but volume and extent anomaly are plotted as 907 

fractions of the 1958-1978 mean. Definition of model abbreviations can be found in 908 

Table 5. 909 
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Figure 15. Distribution of 32-year trends in ice volume in the CCSM3 500 year control 910 

run (blue bars). Trends from PIOMAS along with extreme error bounds [+/- 1 x 911 

103km3/decade] are plotted (grey dot and error bars). Also trends from the 20th 912 

century/A1b ensemble members are shown (stars).913 
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11 Tables 914 

 915 
Table 1.  Mean ice thickness random uncertainty and mean error estimates determined 916 
using different data sets. Regional mean biases for two different areas are provided. 917 
Estimates in the “Conservative Estimate” use the largest absolute estimate.   918 
 919 
 Sea Ice CDR ICESat Conservative 

Estimates 
DRA RMSD:0.76 

r=0.73 
  

RMSD:  Spring: 0.4 m  
              Fall:  0.3 m 

Random error:  0.78 m 
Mean error: -0.27 m 

Mean: -0.17 Mean:  Spring:  0.1 m  
            Fall:   0.0 m 

ICESat Domain RMSD: 0.78 m  
Mean: -0.01 m 
r=0.73 

RMSD: Sring: 0.19 
          :   Fall:  0.29 
Mean:  Spring: -0.1m 
            Fall: -0.27m 

 

 920 
 921 
 922 
Table 2.   Ice Thickness trends in m/decade and uncertainty estimates determined using 923 
different methodologies. Estimates in the “Conservative Estimate” column use the 924 
smallest downward trend and the largest uncertainty estimate.  Thickness trends for the 925 
PIOMAS domain were computed using a minimum thickness threshold of 0.15 m to 926 
exclude the extensive areas of open water. 927 
 928 
 PIOMAS 1979-2010 

Random uncertainty from CDR 
estimates  ± 0.01 

CDR 10-year+ Trends KR09  
1979-2007 

Conservative 
Estimates 

DRA IC-SST   Mar   - 0.25  Observed: 0.48 m/dec 
IC-SST: 0.42 m/dec 

 
Some Observations are 
from  outside the DRA 

Mar: -0.53 [± 0.1] 
Oct: -0.5 [± 0.1] 
 

Spring: -0.25 m/dec 
Fall: -0.39 m/dec 
Uncertainty:± 0.25 
m/dec 

Oct -0.39  
6LinkIC Mar -0.37 

Oct: -0.47  
Model-Only Mar -0.36  

Oct: -0.53 
PIOMAS  
Domain 
(heff > 0.15) 

IC-SST Mar -0.15    
Oct -0.25 

IC Mar -0.19 
Oct -0.33 

Model-Only Mar -0.20 
Oct -0.37 

 929 
 930 
 931 
 932 

933 
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 934 
Table 3.  Total sea ice volume random uncertainty and mean error estimates determined 935 
using different methodologies. Estimates in the “Conservative Estimate” use the largest 936 
absolute estimate.   937 
 938 
 Sea Ice CDR PIOMAS 

Adjusted  to 
CDR 

Three model runs ICESat Conservative 
Estimate 

Random 
Uncertainty 

Mar: 0.1x103km3  
Oct: 0.07x103 km3 

±0.76x103km3 
 

Mar:±2.25x103km3 
Oct:±1.35x103km3  
Anomaly: 
±0.76x103km3 

 Mar:± 2.25 x103km3 
Oct:± 1.35 x103km3 

Biases Mar:   -2.8x103km3 
Oct: -1.5 x103km3 
 

  Spring: -1.7x103km3 
Fall: -2.3x103km3 
 

-2.8x103km3 (Spring) 
-2.3.x103km3 (Fall) 

 939 
 940 
 941 
 942 
 943 
Table 4.  Sea ice volume trends and uncertainty estimates determined using different 944 
methodologies. Estimates in the “Conservative Estimate” column use the smallest 945 
downward trend and the largest uncertainty estimate determined.  946 
 947 
 Sea Ice CDR PIOMAS Adjusted to 

CDR 
Three model runs Conservative Estimate 

Trend 
1979-2010 

 -3.5x103km3/dec 
 

-2.8 to -3.8x103 km3/dec -2.8x103km3/dec 

Uncertainty 0.07x103 

km3/dec 
-0.7x10 103km3/dec 
 

-1.0x103km3 /dec -1.0x103km3/dec 
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Table 5. Model abbreviation and source institution for the subset of PCMDI archived 948 
AR-4 models used in this study 949 
 950 
Model Abbreviation Model Name Subgrid 

Scale Ice 
Thickness 
Distribution 

CCSM3 National Center for Atmospheric Research, Community Climate System Model Version 3 Yes 
MIROC (med-res) Center for Climate System Research (The University of Tokyo), National Institute for 

Environmental Studies, and Frontier Research Center for Global Change (JAMSTEC) 
No 

IPSL Institute Pierre Simon Laplace IPSL-CM4 No 
ECHO-G Meteorological Institute of the University of Bonn, Meteorological Research Institute of 

KMA, and Model and Data group.  
No 

GEM-1 Hadley Centre for Climate Prediction and Research / Met Office HadGEM1 Yes 
CNRM Météo-France / Centre National de Recherches Météorologiques. CNRM-CM3 Yes 

 951 
 952 
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